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Context

An intense activity of treebanks production

Mainly driven by Universal Dependencies project 
New questions on the construction of treebanks for less standardised languages 
New opportunities of exploitation of treebanks for linguistic studies
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What kind of enrichments?

Driven by needs of linguists

Field linguists working on spoken data 
Linguists working on interaction between prosody and syntax

3

https://aclanthology.org/2024.lrec-main.1068.pdf
https://aclanthology.org/2024.lrec-main.836.pdf
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Joint Annotation of Morphology and Syntax in Dependency Treebanks

4

UD requires a word-based level annotation but word level segmentation is 
difficult to apply in many contexts


Agglutinative languages (Turkish) 
Polysynthetic languages (Yupik) 
Languages written without spaces (Chinese, Japanese) 
Languages with an oral tradition (Beja, Mbyá Guaraní)

Our proposal: a morph-level annotation format

Convertible to existing word-based formats 
Can be used optionally, only for languages or contexts where it is needed
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Some UD treebanks have already used some morph-based annotation

UD_Yupik-SLI

5

fine roots as the central lexical part of a word to
which components like a�xes attach.4

However, transitioning from mUD to UD poses
challenges, as explained in (Kahane et al., 2021),
where a morph-based treebank for Beja has been
converted into a word-based treebank. To address
these di�culties, we introduce mSUD, a morph-
based version of SUD (Surface-syntactic UD). In
mSUD, the designation of heads is steered by dis-
tributional criteria, frequently giving precedence to
a�xes over roots. We further elaborate on the pro-
cess of converting mSUD to both SUD and UD
within this paper.

We do not advocate for the universal adoption
of morphological level annotation across all lan-
guages or treebanks. For certain languages, such
as polysynthetic or agglutinative languages and
those without a written tradition, a morphological
approach is almost indispensable. For others, such
as Chinese or Japanese, we demonstrate that mor-
phological annotation o�ers an e�cient strategy to
navigate the complexities of word-level tokenization
where clear delineations are not always apparent.

While the principles of mSUD, detailed later in
this paper, could technically be applied to lan-
guages like English (and we demonstrate this with
select examples), the benefits might not justify the
e�ort required. Our central proposition is that each
language—or even each individual treebank—has
the flexibility to embrace an mSUD-style analysis,
while still maintaining compatibility with prevalent
word-level frameworks like UD or SUD through an
automatic conversion process.

2. Related works

The question of annotation at some subword level
has been discussed in many previous studies (see
Gross 2010 for a first attempt). We focus here on
the main discussions on this topic in the context of
the Universal Dependencies project and we men-
tion several treebanks implementing some subword
analysis.

Yupik, a polysynthetic language prevalent in
Alaska and the Chukotka region of Russia, is char-
acterized by its intricate morphology. In some in-
stances, words can encompass up to seven deriva-
tional morphemes. An illustrative sentence from
the UD_Yupik-SLI treebank demonstrates this lin-
guistic phenomenon. In sentence (1), the entirety
of its information, barring the concluding period, is
encapsulated in just one token, when interpreted
using the UD guidelines.

4It is crucial to clarify that by root, we are referring to
the core segment of a word. This definition is distinct
from the root that denotes the head of a sentence.

(1) Mangteghaghllangllaghyugtukut.

house-big-to.make-to.want.to-IND.INTR-1PL
‘We want to make a big house.’

Yet, the prevailing UD annotation by (Park et al.,
2021) adopts a semblance of the mUD analytical
approach. The elongated orthographic word is seg-
mented into six distinct subunits (refer to Figure 1).
This syntactic dissection employs traditional UD
relations such as nmod, obj, and xcomp. Further-
more, it introduces the specific relation dep:infl

designated for inflectional su�xes.
An alternate version of the treebank, automati-

cally produced, adhering strictly to UD guidelines,
can be accessed in the not-to-release direc-
tory of the associated GitHub repository.

In (Kahane et al., 2021), a treebank for Beja is
presented. The Beja language does not have a writ-
ing tradition and the treebank is built from already
existing IGT. The annotation at the morphological
level is then more natural. The corpus is annotated
in the SUD framework with a morph-level tokenisa-
tion and, like for the Yupik language, an automatic
conversion is used to produce a version which fol-
lows UD requirements.

In a previous study (Li et al., 2019), an attempt
was made to enhance four Chinese UD treebanks
with morphological information through manual
annotation and rule-based methods. The parser
trained on these character-level treebanks demon-
strated state-of-the-art performance. Subsequently,
in a more recent work (Li, 2023), a character-level
Chinese patent treebank, manually annotated and
consisting of 100 sentences with five types of inter-
character relations, was introduced. Additionally,
this treebank was converted into a conventional UD
format at the word-level.

A similar problem arises for Japanese that has
no obvious word boundaries as it uses a scrip-

tio continua, without whitespace, just like Chinese.
The Japanese UD project struggles to apply the
general UD annotation guide to their language and
at the same time attempts to foster di�erent de-
mands towards the annotation standard by con-
sidering three levels of word segmentation: Short
Unit Word (SUW), Long Unit Word (LUW), and bun-

setsu. “SUW is a minimal language unit that has a
morphological function. SUW almost always corre-
sponds to an entry in traditional Japanese dictionar-
ies.” (Tanaka et al., 2016). SUWs can be detected
by parsers based on morphological dictionaries.
Combining compound nouns and light verb con-
structions into a single token gives LUW, whereas
case markers and inflectional a�xes remain sepa-
rate tokens on this level. On the other end of the
segmentation options is the bunsetsu, a unit that
includes all of its clitics and a�xes.

The Japanese tokenization within the UD project
is notable for its exceptional approach, particularly

Park et al., 2021

Example with a polysynthetic language

__0__ Mangtegha
upos=NOUN

lemma=mangtegha
Analysis=mangteghagh(N)

Gloss=house

ghlla
upos=NOUN
lemma=ghlla

Analysis=–ghllag(N→N)
Gloss=big-N

ngllagh
upos=VERB
lemma=ngllagh

Analysis=–ngllagh(N→V)
Gloss=to-make-N

yug
upos=VERB
lemma=yug

Analysis=@~fyug(V→V)
Gloss=to-want-to-V

tu
upos=X
lemma=tu

Analysis=[Ind.Intr]
Mood=Ind
Subcat=Intr

kut
upos=X
lemma=kut
Analysis=[1Pl]

Number[subj]=Plur
Person[subj]=1

.
upos=PUNCT
lemma=.
Analysis=.

nmod xcomp dep:infl
obj dep:infl

punctroot

Mangteghaghllangllaghyugtukut
upos=VERB

.
upos=PUNCT

punct

https://aclanthology.org/2021.americasnlp-1.14/
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Allow for a morph-level annotation that can be converted to word-level

We define mSUD as the morph-level annotation corresponding to the word-level SUD

In mSUD

Two types of dependency: regular (e.g. subj) or at the morphological level (e.g. subj/m) 
Tokens can be typed with a feature TokenType with main values DerAff, InflAff, Root 
Two new features to indicate the final upos on the corresponding word level entity: 
DerPos for derivational affixes 
CpdPos for compounds

Notes

We also define mUD corresponding to the UD word-level 
The Root feature designates a core segment of a word 
This definition is different from the dependency relation "root", which is the head of a sentence

mSUD: annotation at the morph-level
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mSUD: annotation at the morph-level

hoːj dilibti ijajna // [en: buy them from him.]

mSUD_Beja-Autogramm

SUD_Beja-Autogramm
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Three categories of subword annotations

Derivation
Composition
Inflection

mSUD: annotation at the morph-level

Notes

We use some English examples to make it easier to read, even if 
the mSUD annotation is not particularly relevant to English! 
Language-dependent conventions 

We add the ‘dash’ symbol to make affixes explicit, e.g. when 
source data is Interlinear Glossed Text (IGT) 
We do not add the ‘dash’ symbol for Chinese or Japanese

easy
upos=ADJ

-ly
upos=X

comp/m

大
upos=ADJ

学
upos=NOUN

mod/m
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SUD uses distributional criteria to select the head of a phrase 
The head of a phrase is the element that controls its distribution

At the morph-level, a derivational affix is the head:  
The affix determines the POS of the combined morphemes (e.g. a root and an affix)

mSUD analysis of the English adverb fiendishly

fiend
upos=NOUN
lemma=fiend

TokenType=Root

-ish
upos=X

lemma=-ish
DerPos=ADJ

TokenType=DerAff

-ly
upos=X
lemma=-ly
DerPos=ADV

TokenType=DerAff

comp/m comp/m

Derivational affixes in mSUD

The DerPos feature gives the POS of the resulting word
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The analysis reveals the internal structure of the word 
The root read combines first with the suffix able 
and then with the prefix un (un cannot combine with the verbal root) 

Derivational paths are encoded

mSUD analysis of the English adjective unreadable

un-
upos=X

lemma=un-
DerPos=ADJ

TokenType=DerAff

read
upos=VERB
lemma=read

TokenType=Root

-able
upos=SCONJ
lemma=-able
DerPos=ADJ

TokenType=DerAff

comp/m
comp/m

Derivational paths in mSUD
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Compounds are words formed by combining of two or more roots

mod/m: Modifier-head relation between two roots 

Mandarin: ⼤学 (dà xué) ‘university’, lit. big school 

German: ADJ-NOUN Hochschule ‘university’, lit. high school

大
upos=ADJ
Gloss=big

TokenType=Root

学
upos=NOUN
CpdPos=NOUN
Gloss=school

TokenType=Root

mod/m

conj/m: Two roots from the same syntactic and semantic class

Mandarin: 语⾔ (yǔ yán) ’language’, lit. speech language

English: NOUN-NOUN wolfhound 

语
upos=NOUN
CpdPos=NOUN
Gloss=speech
TokenType=Root

言
upos=NOUN

Gloss=language
TokenType=Root

conj/m

Composition in mSUD - 1/2
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Composition in mSUD - 2/2

Compounds are words formed by combining of two or more roots

comp/m: For predicate-complement relations

Mandarin: 制 动 (zhì dòng) ‘brake’, lit. (to) control (to) move 

German: NOUN-VERB Autofahren ‘driving (a car)’, lit. car driving. 

 

制
upos=VERB
CpdPos=VERB
Gloss=to_control
TokenType=Root

动
upos=VERB

Gloss=to_move
TokenType=Root

comp/m

unk/m: No clear links between roots 

Mandarin: ⻄班⽛ (xībānyá) ‘Spain’, lit. west team tooth  西
upos=NOUN

CpdPos=PROPN
Gloss=west
Translit=xī

班
upos=NOUN
Gloss=team
Translit=bān

牙
upos=NOUN
Gloss=tooth
Translit=yá

unk/m unk/m
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Inflectional affixes govern the root when they control the distribution of the word 
TAME affixes 
Case markers

English: complicated (past tense) Latin: maribus (dative plural) 
‘to the seas’

Inflection in mSUD

complicat
upos=VERB

lemma=complicate
TokenType=Root

-ed
upos=AUX
lemma=-ed

TokenType=InflAff

comp:aux/m

mar
upos=NOUN
lemma=mare

TokenType=Root

-ibus
upos=ADP
lemma=-ibus
Case=Dat
Number=Plur

TokenType=InflAff

comp:obj/m

Note: There is no need for a equivalent to DerPos or to CpdPos: the word POS is the one of the root



Enrichments of Syntactic Dependency TreebanksBruno Guillaume 14

Inflectional affixes are dependents for agreement (no change of the distribution) 

Inflection in mSUD

__0__ she
upos=PRON
lemma=she

love
upos=VERB
lemma=love

TokenType=Root

-s
upos=PRON
lemma=-s

TokenType=InfAff

potato
upos=NOUN
lemma=potato
TokenType=Root

-es
upos=DET
lemma=-s

TokenType=InfAff

subj subj/m det/m
root comp:obj
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Similarly, we can define mUD, a UD-style annotation at morph level 
UD: content words are heads ➔ root tokens are heads, affixes are dependents

__0__ un-
upos=X

lemma=un-
DerPos=ADJ

TokenType=DerAff

read
upos=VERB
lemma=read

TokenType=Root

-able
upos=SCONJ
lemma=-able
DerPos=ADJ

TokenType=DerAff

dep/m mark/m
root

Derivational paths are not fully encoded 
The order in which two affixes combine on the same root is unspecified 

It not always possible to compute the final POS

un-
upos=X

lemma=un-
DerPos=ADJ

TokenType=DerAff

read
upos=VERB
lemma=read

TokenType=Root

-able
upos=SCONJ
lemma=-able
DerPos=ADJ

TokenType=DerAff

comp/m
comp/m

mUD: a morph-level annotation of UD 
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mSUD

mUD

SUD

UD

Figure 8: Conversions between formats

First, the morph-based annotation is more de-
tailed than the word-level annotation and it is pos-
sible to automatically construct the word-level from
the morph-level (horizontal arrows in the figure).
The word tokenisation is given by the /m annota-
tion on dependencies: if two morphs are linked by
such a relation, then they belong to the same word
and they should be merged. All necessary informa-
tion, such as the POS of the result of the merge, is
available (with the features DerPos or CpdPos).

Note that the conversion from mUD to UD
(dashed arrow) is less straightforward. As deriva-
tional paths are not encoded in mUD, it is not al-
ways possible to safely produce the final POS: if
two or more derivational a�xes are attached to the
same root, the order in which the a�xes are merged
changes the output.

The second kind of conversion (vertical arrows in
Figure 8) is between the SUD and UD frameworks.
Starting with the SUD to UD conversion proposed
in (Gerdes et al., 2018), it can be easily adapted
to take into account morph-level dependencies to
produce a conversion from mSUD to mUD.

As we said in the introduction, any language, or
even any treebank can be annotated primarily at
any level, and the UD version can be recovered
by conversion. If annotation below word-level is
required or desired, we advocate for the mSUD
format, which is the richest one, and from which
others can be produced.

8. Discussion

8.1. mUD

It is possible to design in a similar way an annota-
tion based on UD principles at the morphological
level. Following the UD principle which consists of
choosing the semantic words as heads and func-
tional words as dependants; in mUD, the root would
be the head of the structure, each a�x depending
on the root. The main drawback of this annotation
choice is that derivational paths are not completely
encoded and the structure then contains less infor-
mation than mSUD where a�xes are head. When
two derivational a�xes are attached to the same

Figure 9: mSUD and mUD encoding of derivational
paths

Figure 10: mUD for ‘fiendlish grammarian’

root, the order in which they are applied is not en-
coded (see Figure 9).

UD relations between words are attached to the
head of the morphological annotation, i.e. between
roots. Hence, it is not possible to make the distinc-
tion shown in Figure 4 and the two examples are
annotated in the same way (Figure 10).

8.2. Applications of mSUD to other

Treebanks

When applying the principles of mSUD to vari-
ous treebanks, certain intricacies and challenges
emerge.

• Yupik: Our mSUD analysis of the one-word
sentence (1) from Yupik is proposed in Fig-
ure 11. As recalled by Park et al. (2021),
almost all Yupik words are constituted of a
root followed by derivational su�xes and com-
pleted by inflectional su�xes. It follows from
our conventions that the last inflectional TAME
su�x is the head of the morphological struc-
ture.
In the initial analysis (Figure 1), the deriva-
tional path was not explicited. It was not pos-
sible, if you did not know the general rules
of Yupik morphology, to find the root and to
understand that the combination between the
two first morphs, both annotated as NOUNs,
was a derivation. This information, which

Two types of conversion are used for treebank maintenance 
From morph-based to word-based (horizontal arrows) 

Word boundaries are encoded in the /m extension 
Final POS are computed with DerPos and CpdPos 

From (m)SUD to (m)UD (vertical arrows) 
Adaptation of the conversion given in Gerdes et al. 2018

In release 2.14, three treebanks are in mSUD 
mSUD_Beja-NSC
mSUD_Chinese-Beginner
mSUD_Chinese-PatentChar

Implementation

https://universal.grew.fr/?custom=664dc88ad1be1
https://universal.grew.fr/?custom=664dc97a24511
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Mangtegha
upos=NOUN

lemma=mangtegha
Gloss=house

TokenType=Root

-ghlla
upos=X

lemma=-ghllag
DerPos=NOUN
Gloss=big-N

TokenType=DerAff

-ngllagh
upos=X

lemma=-ngllagh
DerPos=VERB
Gloss=to-make-N
TokenType=DerAff

-yug
upos=X

lemma=-fyug
DerPos=VERB

Gloss=to-want-to-V
TokenType=DerAff

-tu
upos=AUX
lemma=-tu
Mood=Ind
Subcat=Intr

TokenType=InfAff

-kut
upos=PRON
lemma=-kut

Number[subj]=Plur
Person[subj]=1
TokenType=InfAff

.
upos=PUNCT
lemma=.
Analysis=.

TokenType=Punct

comp/m comp/m comp/m comp/m subj/m
punct

Turkish inflectional groups (Çöltekin, 2016)

Partial annotation at the morph level 

Conflicting inflectional features 
Different syntactic relations

Figure 1: The UD analysis of sentence (1)

1 2 2.1 3
Нэмыӄэй ныманэванԓясӄэвӄэнат манэ .
neməqej nəmanewanɬasqewqenat mane .
also they came to ask for money money .
ADV VERB NOUN PUNCT

advmod
punct

objadvmod
punct

root

Figure 4: Dependency tree for the sentence in Figure 5. The enhanced representation is shown in grey. As for morphological
features, the verb is marked with a feature Incorporated[obj]=Yes and a feature Valency=1 to indicate the intransitive
nature of the verb. The incorporated noun in the enhanced representation receives the feature Incorporated=Yes.

1. Null nodes for elided predicates

2. Propagation of conjuncts

3. Additional subject relations for control and raising constructions

4. Coreference in relative clause constructions

5. Modifier labels that contain the preposition or other case-marking information

We propose extending the guidelines for the enhanced representation to allow additional nodes for core
arguments of predicates, which are expressed via incorporation of lexical material.9 Note that these are not
strictly null nodes— such as those used for elided predicates— as they could only be permitted to represent
incorporated lexical material, which by its nature is not null. This would allow the annotation of trees such
as that in Figure 4 where the incorporated object becomes a node in the enhanced graph.
In an outward sense, the annotation of incorporation has some relation to the annotation of pro-drop

languages, where arguments required by the predicate may not have any form in the syntax and only appear
as agreement markers on the verb. However in one important sense it differs in that while for pro-drop
languages the potential list of pronouns is from a finite set and can often be inferred mechanically from the
verbal agreement, with incorporation the arguments are not a finite set and, barring additional annotation,
cannot be recovered from the predicate.

4 Case study
In order to test our proposed annotation guidelines, we decided to approach a particular language, Chukchi.
Chukchi (ISO-639-3: ckt) is a highly endangered and polysynthetic language spoken in the sparsely-
populated Chukotka Autonomous Okrug in the far north east of the Russian Federation. The total pop-
ulation of Chukotka was 50,526 in 2010. According to the 2010 census it was spoken by 5,095 people,
or around a third of the ethnic population. Today most speakers are over the age of 50, and, even by the
1990s intergenerational transmission had been disrupted (Dunn, 1999). The language exhibits polypersonal
agreement, ergative–absolutive alignment, and a subject–object–verb basic word order in transitive clauses.
The language is severely under-resourced and there has been very little computational work on this lan-
guage. We are only aware of a description of a finite-state morphological analyser (Andriyanets and Tyers,
2018). There have been a number of theoretical and descriptive linguistic works on noun incorporation in
Chukchi, including Spencer (1995) who gives a general overview and Polinsky (1990) who covers subject
incorporation.
We used the Amguema corpus, available through the «Chuklang»10 site, which is a corpus of spoken

Chukchi in the Amguema variant. The corpus consists of both audio recordings and transcriptions with
glosses and translations in Russian and English. There are a total of 65 texts, most of which are elicited

9This is the most conservative variant of our proposal, the most essential part. We also think it is worth opening up a discus-
sion about null nodes for core arguments expressed morphologically, such as subject and object in languages with polypersonal
agreement.

10https://chuklang.ru/

Figure 2: Annotation example for Chukchi (taken
from Tyers and Mishchenkova)

when compared to the analyses of other agglutina-
tive languages. It utilizes morphs, without morpho-
logical features, as its fundamental units, thereby
contravening UD’s Tokenization and Word Seg-
mentation guidelines, which state: “morphological
features are encoded as properties of words and
there is no attempt at segmenting words into mor-
phemes.” A recent proposal by Taguchi and Chi-
ang (2023) advocates reassessing how Japanese
treebanks’ morph combinations align with UD’s to-
kenization standards. The proposal introduces two
new levels of morph combination to accommodate
the distinctive nature of Japanese verbal inflection,
which is more fusional, in contrast to its less syn-
thetic case marking.

These challenges highlight that the determina-
tion of word boundaries operates independently
and is orthogonal to the process of dependency
annotation.

For some languages, previous studies have pro-
posed to have a partial annotation of the morpho-
logical level. This is the case in Chukchi and in
Turkish.

For Chukchi, a polysynthetic language, Tyers and
Mishchenkova (2020) are specifically interested
into the annotation of noun incorporation. When a
noun is incorporated in a complex morphological
compound in which it plays the role of an object
of a verb of the same compound, making the ob-
ject relation explicit is important to account for the
semantics of the construction. Hence, they pro-
pose an encoding (see Figure 2) where both the
full compound (token 2) and the extracted noun
(token 2.1) are represented (but not the other parts

of the compound). For this, they misuse enhanced
dependencies to encode a two-layer annotation in
a context that does not correspond to the intended
use of enhanced dependencies.

For the Turkish language, Çöltekin (2016) ex-
plains that in some examples, it is di�cult to avoid
annotation at a subword level. They give exam-
ple (2), in which the second token, arabadakiler,
stands for two entities carrying di�erent inflections.
Following current UD word conventions, it is im-
possible to have a sensible annotation because
the ADJ Mavi refers only to the sub-word arabada

whereas the subject of the verb uyu is the subword
kiler. Çöltekin proposes to have a partial annota-
tion at the subword level: a word is split into smaller
pieces (named inflectional groups in Turkish litera-
ture) only if “(a) Parts of the word may have poten-
tially conflicting inflectional features” or “(b) Parts
of the word may participate in di�erent syntactic
relations.” If none of these conditions are met, the
annotation is kept at the word level.

(2) Mavi

Blue
arabadakiler

car.LOC-ki.PL
uyuyorlar

sleep.PROG.1P
‘The ones in the blue car are sleeping.’

3. Annotation at the morph level

3.1. Morph level

We have seen in the previous sections that there
are several motivations for annotating structure be-
low the word level. The di�erent papers mentioned
above propose several ways of encoding syntactic
relations within a word. We propose here a com-
mon way to unify these di�erent proposals.

Our proposal is then to provide the annotation
at the morphological level and, from this first an-
notation, to automatically generate the syntactic
word level annotation expected in the UD or SUD
framework. We call this annotation mUD or mSUD
to explicitly place it at a di�erent level.

Concerning SUD, the main di�erences in mSUD
(note that the di�erences between UD and mUD
are similar) are as follows:

• In mSUD, there are two types of dependency
relations: relations between syntactic words
(noted as in regular SUD) and relations at the

Yupik Polysynthetic example (Park et al., 2021)

Application to other treebanks

Mavi
upos=ADJ
lemma=mavi

arabada
upos=NOUN
lemma=araba
Case=Loc

Number=Sing

-kiler
upos=NOUN
lemma=-ki
Case=Nom
Number=Plur

uyuyorlar
upos=VERB
lemma=uyu
Number=Plur

mod mod/m subj

https://coltekin.net/cagri/papers/coltekin2016turcling.pdf
https://aclanthology.org/2021.americasnlp-1.14/
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Recent application of mSUD on new data

In release 2.15, three new or augmented treebanks are in mSUD 
mSUD_Beja-Autogramm much larger mSUD_Beja-NSC (with Martine Vanhove)
new mSUD_Pesh-ChibErgIS (with Natalia Cáceres)
new mSUD_Northwest_Gbaya-Autogramm (with Paulette Roulon-Doko )

Other uses of the mSUD format 
Three parallel treebanks in Mandarin, Teochew and Taigi with Pierre Magistry(ANR DiLSi-HN,) 
Tuwari (Papua-New Guinea) with Sylvain Loiseau 
Ika (Columbia), Bokota (Panama) with Natalia's PhD students

Technical issues: 
Several ways to encode morph: /m, TokenType, -suff/aff- , nWord. 
Ensure consistency between different annotations 
Robustness of the process when there are partial / inconsistent annotation
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Intonosyntactic Treebank for Nigerian Pidgin

NaijaSynCor: corpus of spoken Nigerian Pidgin 
30h of transcribed speech 

Audio recording with word and syllable-level alignments 
7h with Gold standard syntactic annotation (SUD and UD) 

90K tokens and 120K syllables 
Various genres and speech styles: storytelling, instructions, religious sermon…
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Two separate annotation layers

Dat one too, I no understand o. [en: I don't understand that.]

https://naija.grew.fr/?custom=673462f2e5cc8
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Two separate annotation layers

Dat one too, I no understand o. [en: I don't understand that.]

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing

one
upos=NOUN
lemma=one
Gloss=one

too
upos=ADV
lemma=too
Gloss=too

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

understand
upos=VERB

lemma=understand
Gloss=understand

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc

//
upos=PUNCT
lemma=//

Gloss=PUNCT

det mod:emph subj comp:aux
punct mod:emph

punctdislocated
root



Enrichments of Syntactic Dependency TreebanksBruno Guillaume 22

Two separate annotation layers

Dat one too, I no understand o. [en: I don't understand that.]

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing

one
upos=NOUN
lemma=one
Gloss=one

too
upos=ADV
lemma=too
Gloss=too

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

understand
upos=VERB

lemma=understand
Gloss=understand

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc

//
upos=PUNCT
lemma=//

Gloss=PUNCT

det mod:emph subj comp:aux
punct mod:emph

punctdislocated
root

https://naija.grew.fr/?custom=673462f2e5cc8
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Two separate annotation layers

Dat one too, I no understand o. [en: I don't understand that.]

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing

one
upos=NOUN
lemma=one
Gloss=one

too
upos=ADV
lemma=too
Gloss=too

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

understand
upos=VERB

lemma=understand
Gloss=understand

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc

//
upos=PUNCT
lemma=//

Gloss=PUNCT

det mod:emph subj comp:aux
punct mod:emph

punctdislocated
root

da wO~ twa nO da sta~ do

dat one too I no understand o

https://naija.grew.fr/?custom=673462f2e5cc8
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Two annotation layers in the same graph

__0__ dat
upos=DET
lemma=dat

da one
upos=NOUN
lemma=one

wO~ too
upos=ADV
lemma=too

twa <
upos=PUNCT
lemma=<

I
upos=PRON
lemma=I

no
upos=AUX
lemma=no

nO understand
upos=VERB

lemma=understand

da sta~ o
upos=PART
lemma=o

do //
upos=PUNCT
lemma=//

subjdet mod:emph comp:aux
punct mod:emph

dislocated punct
root

Syl=1 Syl=1Syl=1Syl=1Syl=1 Syl=2Syl=1
Syl=3 ExternalOnset=Yes

Syl=1

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing

one
upos=NOUN
lemma=one
Gloss=one

too
upos=ADV
lemma=too
Gloss=too

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

understand
upos=VERB

lemma=understand
Gloss=understand

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc

//
upos=PUNCT
lemma=//

Gloss=PUNCT

det mod:emph subj comp:aux
punct mod:emph

punctdislocated
root

da wO~ twa

each syllable is encoded by a new node 
special links encode the mapping node/syllable
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Two annotation layers in the same graph

__0__ dat
upos=DET
lemma=dat

da one
upos=NOUN
lemma=one

wO~ too
upos=ADV
lemma=too

twa <
upos=PUNCT
lemma=<

I
upos=PRON
lemma=I

no
upos=AUX
lemma=no

nO understand
upos=VERB

lemma=understand

da sta~ o
upos=PART
lemma=o

do //
upos=PUNCT
lemma=//

subjdet mod:emph comp:aux
punct mod:emph

dislocated punct
root

Syl=1 Syl=1Syl=1Syl=1Syl=1 Syl=2Syl=1
Syl=3 ExternalOnset=Yes

Syl=1

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing

one
upos=NOUN
lemma=one
Gloss=one

too
upos=ADV
lemma=too
Gloss=too

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

understand
upos=VERB

lemma=understand
Gloss=understand

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc

//
upos=PUNCT
lemma=//

Gloss=PUNCT

det mod:emph subj comp:aux
punct mod:emph

punctdislocated
root

twa nO da sta~ do
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Two annotation layers in the same graph

__0__ dat
upos=DET
lemma=dat

da one
upos=NOUN
lemma=one

wO~ too
upos=ADV
lemma=too

twa <
upos=PUNCT
lemma=<

I
upos=PRON
lemma=I

no
upos=AUX
lemma=no

nO understand
upos=VERB

lemma=understand

da sta~ o
upos=PART
lemma=o

do //
upos=PUNCT
lemma=//

subjdet mod:emph comp:aux
punct mod:emph

dislocated punct
root

Syl=1 Syl=1Syl=1Syl=1Syl=1 Syl=2Syl=1
Syl=3 ExternalOnset=Yes

Syl=1

Dat one too, I no understand o. [en: I don't understand that.]
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Two annotation layers in the same graph

Dat one too, I no understand o. [en: I don't understand that.]

__0__ dat
upos=DET
lemma=dat

Gloss=SG.DEM
Number=Sing
phoneticform=da

da
AvgAmplitude=78.057

AvgAmplitudeGlobalZscore=1.348
AvgAmplitudeLocalZscore=1.522
AvgAmplitudeNormalized=1

AvgHeightGlo=H
AvgHeightLoc=M
Coda=None
Duration=194

DurationGlobalZscore=0.041
DurationLocalZscore=-0.125
DurationNormalized=0.477

Glo=lH
Loc=lh

MaxAmplitude=80.794
MaxAmplitudeGlobalZscore=1.09
MaxAmplitudeLocalZscore=1.293
MaxAmplitudeNormalized=1

MeanF0=242.126
MeanF0GlobalZscore=0.608
MeanF0LocalZscore=0.751
MeanF0Normalized=1

Nucleus=a
Onset=d

PitchRangeGlo=H
PitchRangeLoc=M

SemitonesFromUtteranceMean=1.399
Slope=Fall

SlopeGlo=Rise
SlopeLoc=Rise
StepsFromLeft=1
StepsFromRight=1

one
upos=NOUN
lemma=one
Gloss=one

phoneticform=wO~

wO~
AvgAmplitude=66.681

AvgAmplitudeGlobalZscore=-2.086
AvgAmplitudeLocalZscore=-1.45
AvgAmplitudeNormalized=0

AvgHeightGlo=M
AvgHeightLoc=M
Coda=None
Duration=210

DurationGlobalZscore=0.161
DurationLocalZscore=0.139
DurationNormalized=0.55

Glo=hl
Loc=hl

MaxAmplitude=76.142
MaxAmplitudeGlobalZscore=-1.003
MaxAmplitudeLocalZscore=-0.588
MaxAmplitudeNormalized=0.332

MeanF0=222.555
MeanF0GlobalZscore=0.035
MeanF0LocalZscore=0.54
MeanF0Normalized=0.919

Nucleus=O~
Onset=w

PitchRangeGlo=M
PitchRangeLoc=M

SemitonesFromUtteranceMean=-0.06
Slope=Rise
SlopeGlo=Fall
SlopeLoc=Fall
StepsFromLeft=1
StepsFromRight=1

too
upos=ADV
lemma=too
Gloss=too

phoneticform=twa

twa
AvgAmplitude=72.999

AvgAmplitudeGlobalZscore=-0.267
AvgAmplitudeLocalZscore=0.201
AvgAmplitudeNormalized=0.555

AvgHeightGlo=M
AvgHeightLoc=M
Coda=None
Duration=229

DurationGlobalZscore=-0.146
DurationLocalZscore=0.452
DurationNormalized=0.638

Glo=hl
Loc=hl

MaxAmplitude=80.189
MaxAmplitudeGlobalZscore=0.64
MaxAmplitudeLocalZscore=1.048
MaxAmplitudeNormalized=0.913

MeanF0=220.908
MeanF0GlobalZscore=0.339
MeanF0LocalZscore=0.522
MeanF0Normalized=0.912

Nucleus=a
Onset=tw

PitchRangeGlo=M
PitchRangeLoc=M

SemitonesFromUtteranceMean=-0.189
Slope=Rise
SlopeGlo=Fall
SlopeLoc=Fall
StepsFromLeft=1
StepsFromRight=1

<
upos=PUNCT
lemma=<

Gloss=PUNCT

I
upos=PRON
lemma=I
Case=Nom

Gloss=NOM.SG.1
Number=Sing
Person=1

PronType=Prs
phoneticform=FUSED

no
upos=AUX
lemma=no
Gloss=NEG
Polarity=Neg

UtteranceMeanF0=223.333
phoneticform=nO

nO
AvgAmplitude=70.75

AvgAmplitudeGlobalZscore=-0.824
AvgAmplitudeLocalZscore=-0.387
AvgAmplitudeNormalized=0.358

AvgHeightGlo=M
AvgHeightLoc=M
Coda=None
Duration=210

DurationGlobalZscore=0.78
DurationLocalZscore=0.139
DurationNormalized=0.55

Glo=lh
Loc=lh

MaxAmplitude=73.832
MaxAmplitudeGlobalZscore=-2.042
MaxAmplitudeLocalZscore=-1.522
MaxAmplitudeNormalized=0

MeanF0=219.903
MeanF0GlobalZscore=0.089
MeanF0LocalZscore=0.511
MeanF0Normalized=0.908

Nucleus=O
Onset=n

PitchRangeGlo=M
PitchRangeLoc=M

SemitonesFromUtteranceMean=-0.268
Slope=Fall

SlopeGlo=Rise
SlopeLoc=Rise
StepsFromLeft=1
StepsFromRight=1

understand
upos=VERB

lemma=understand
Gloss=understand

phoneticform=FUSEDdasta~d

da
AvgAmplitude=67.903

AvgAmplitudeGlobalZscore=-1.167
AvgAmplitudeLocalZscore=-1.131
AvgAmplitudeNormalized=0.107

AvgHeightGlo=L
AvgHeightLoc=M
Coda=None
Duration=170

DurationGlobalZscore=-0.514
DurationLocalZscore=-0.521
DurationNormalized=0.367

Glo=ll
Loc=mm

MaxAmplitude=75.078
MaxAmplitudeGlobalZscore=-1.299
MaxAmplitudeLocalZscore=-1.018
MaxAmplitudeNormalized=0.179

MeanF0=232.413
MeanF0GlobalZscore=0.512
MeanF0LocalZscore=0.646
MeanF0Normalized=0.96

Nucleus=a
Onset=d

PitchRangeGlo=L
PitchRangeLoc=L

SemitonesFromUtteranceMean=0.69
Slope=Flat

SlopeGlo=Flat
SlopeLoc=Flat
StepsFromLeft=2
StepsFromRight=2

sta~
AvgAmplitude=73.041

AvgAmplitudeGlobalZscore=0.247
AvgAmplitudeLocalZscore=0.212
AvgAmplitudeNormalized=0.559

AvgHeightGlo=M
AvgHeightLoc=H
Coda=None
Duration=308

DurationGlobalZscore=1.03
DurationLocalZscore=1.756
DurationNormalized=1

Glo=mm
Loc=hm

MaxAmplitude=79.395
MaxAmplitudeGlobalZscore=0.249
MaxAmplitudeLocalZscore=0.727
MaxAmplitudeNormalized=0.799

MeanF0=0
MeanF0GlobalZscore=-1.436
MeanF0LocalZscore=-1.858
MeanF0Normalized=0

Nucleus=a~
Onset=st

PitchRangeGlo=L
PitchRangeLoc=L

SemitonesFromUtteranceMean=0
Slope=X

SlopeGlo=Flat
SlopeLoc=Fall
StepsFromLeft=3
StepsFromRight=1

o
upos=PART
lemma=o

Gloss=EMPH
PartType=Disc
phoneticform=o

do
AvgAmplitude=76.186

AvgAmplitudeGlobalZscore=0.727
AvgAmplitudeLocalZscore=1.033
AvgAmplitudeNormalized=0.836

AvgHeightGlo=M
AvgHeightLoc=M
Coda=None
Duration=90

DurationGlobalZscore=-1.77
DurationLocalZscore=-1.84
DurationNormalized=0
ExternalOnset=True

Glo=mm
Loc=mm

MaxAmplitude=77.742
MaxAmplitudeGlobalZscore=-0.178
MaxAmplitudeLocalZscore=0.059
MaxAmplitudeNormalized=0.562

MeanF0=212.842
MeanF0GlobalZscore=0.386
MeanF0LocalZscore=0.435
MeanF0Normalized=0.879

Nucleus=o
Onset=d

PitchRangeGlo=L
PitchRangeLoc=L

SemitonesFromUtteranceMean=-0.833
Slope=Flat

SlopeGlo=Flat
SlopeLoc=Flat
StepsFromLeft=1
StepsFromRight=1

//
upos=PUNCT
lemma=//

Gloss=PUNCT

subjdet mod:emph comp:aux
punct mod:emph

dislocated punct
root

Syl=1Syl=1 Syl=1Syl=1 Syl=1 Syl=2Syl=1Syl=1
ExternalOnset=YesSyl=3

All prosodic information available at syllable level are stored as features structures



Enrichments of Syntactic Dependency TreebanksBruno Guillaume 28

In the SUD_Naija-Prosody

Sociolinguistic variables (available 
as sentence level metadata)

Syllable continuous variables 
F0 
Duration 
Amplitude 

Syllable discrete variables 
Slope (rise, fall, flat)
Stylized melodic contours 
using SLAM model 
Categorical height values

Dependency syntax (following the 
SUD annotation schema)
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wetin you go do? [en: What will you do?]

I go collect key [en: I went to get the key]

I go go dat place [en: I went to that place]

The case of go: exploring a tonal minimal pair
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The case of go: validation of a tonal minimal pair

https://naija.grew.fr/?custom=6730d59e2f41a


Enrichments of Syntactic Dependency TreebanksBruno Guillaume 31

Exploring go using by comparing continuous features

S2.MeanF0 > S1.MeanF0? S2.Duration > S1.Duration?

https://naija.grew.fr/?custom=6730da81b5441
https://naija.grew.fr/?custom=6730daa73c119
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15- 16-30 31-45 45+
]0,100] 8 77 130 8
]100,200] 38 365 273 11
]200,300] 3 35 23 6
]300,400] 1 12 4
]400,…] 2 3 1

15-

16-30

31-45

45+

0 % 25 % 50 % 75 % 100 %

]0,100] ]100,200] ]200,300] ]300,400] ]400,…]

Correlation with sociolinguistic variables

Duration of the syllable for the AUX go wrt the age of the speaker

https://naija.grew.fr/?custom=6730dbe2d1d11
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Work in Progress

SUD_French-Rhapsodie-prosody

How many words can be fused in one syllable?

How syllables for one word?

https://universal.grew.fr/?custom=6730e342ad9dc
https://universal.grew.fr/?custom=67359ac8389ea
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Enrichment of Syntactic Dependency Treebanks

We propose an mSUD extension to SUD for morph-level based annotation 
SUD-style criteria for deciding the internal mSUD structure of morphs in words 
Easier inclusion of IGT-based source data 
Word boundaries can be evaluated during the annotation process 
Morph annotation can be applied only partially (mix between SUD and mSUD) 

We propose an graph encoding of the syntax / prosody interface 
Easier exploration of the interface between annotation layers  
Applied to Naija-NSC and to French-Rhapsody

The process can be applied to other layers 
UD / Parseme interface 
Constructions

https://parseme.grew.fr/?custom=67359fe416028
https://universal.grew.fr/?custom=6735a07433e33
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Thanks for your attention!

Questions?


